Human rights implications of autonomous weapon systems in domestic law enforcement: sci-fi reflections on a lo-fi reality
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1. Autonomous Weapon Systems (AWS) and human rights: An introduction to the debate

Novelists and filmmakers have been speculating on the interaction between human beings and robots for years. Isaac Asimov, in particular, devoted an important part of his bibliography to the issue. He created a world where robots are integrated in our society and regulated by the famous three laws of robotics: ‘1) A robot may not injure a human being or, through inaction, allow a human being to come to harm; 2) A robot must obey the orders given it by human beings except where such orders would conflict with the First Law; 3) A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws.’

Witnessing that the scenario depicted by Asimov is becoming a reality is a strange feeling. It is even more strange to notice that the three laws he elaborated in his novels sound tremendously topical in the present-day debate on the legal and ethical issues raised by the use of autonomous weapon systems (AWS). A debate that is for its largest part focused on
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the use of AWS during the course of an armed conflict as this is the field in which the technological evolution is the most sensitive and already being applied.4

The (potential) use of AWS in the context of armed conflict has attracted not only the attention of scholars and practitioners but also that of institutions and civil society networks and organizations, in particular non-governmental organizations (NGOs).

A discussion on AWS was held at the Fifth Review Conference of the Member States of the United Nations (UN) Convention on Conventional Weapons (CCW). As an outcome of that Conference, an open-ended Group of Governmental Experts was established with the aim of discussing legal issues related to the use of AWS which an informal meeting of experts had already identified in 2016.5 Such legal issues range from the compatibility of the use of AWS with international humanitarian law (IHL) and international human rights law (IHRL) and all related compliance issues, to more ethical and moral ones.6 Although the meeting itself was cancelled due to insufficient State funding,7 the topic will remain on the agenda, if only because NGOs continue to push toward this end.
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Indeed, in 2013 a campaign named ‘Stop Killer Robots’ was launched by a group of NGOs headed by Human Rights Watch (HRW), which had the merit of introducing the debate by publishing a report jointly with the Harvard Law School’s International Human Rights Clinic. The campaign is focused on achieving a complete ban on the use of AWS or, at least, the introduction of a requirement for meaningful human control over such weapons. Recently, in August 2017, Elon Musk, the founder of Tesla, and the famous Stephen Hawking joined a group of experts working in artificial intelligence (AI) in advocating a complete ban through an open letter addressed to the United Nations. They warned that AWS ‘will permit armed conflict to be fought at a scale greater than ever, and at timescales faster than humans can comprehend. These can be weapons of terror, weapons that despots and terrorists use against innocent populations, and weapons hacked to behave in undesirable ways.’

Scholars and experts, however, are not unanimous in calling for a ban on AWS.

It is true that some of them opine that a preemptive ban is the only way of addressing the legal and ethical problems that the use of AWS might raise. As seen before, this is the position maintained by proponents of the campaign ‘Stop Killer Robots’; it is also supported by a variety of scholars. The key points of this position are grounded on both ethical and legal reasons. It suffices here to say that AWS are deemed to be unfit to cope with the extreme variety of situations that might arise in the course of an armed conflict and, in particular, they would not be able to
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comply with the principle of humanity, a cornerstone of IHL. Moreover, in complex scenarios, conduct performed by AWS could hardly be compatible with the principle of proportionality, which requires a careful assessment that could not be foreseen by an algorithm.\footnote{14} Moreover, and from the perspective of \textit{jus ad bellum}, it is also said that the use of AWS would inevitably lead States to increase their resort to military action, as this would be at no cost in terms of human casualties.\footnote{15}

According to a second opinion, calling on a ban on AWS is somehow unrealistic. Some scholars and practitioners, in fact, maintain that, as AWS are here to stay, the best way to limit the potential negative impact of these weapons is to push for international regulation.\footnote{16} Such an idea rests on the assumption that it is not reasonable to argue that technological evolution would never put at the disposal of States’ Armies AWS which are equipped to respect the principle of distinction.\footnote{17} Some scholars are even more radical as they contend that it is wrong to argue that humans are better than machines in conducting hostilities.\footnote{18} Others maintain that a ban is dangerous as it would impede the evolution of a new normative framework, given that the existing one is unfit to cope with legal problems arising from the use of AWS.\footnote{19}

The debate I have tried to summarize so far is mainly shaped on the compatibility of AWS and/or the use of AWS with IHL and is deeply
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explored by Daniele Amoroso in his piece to this Zoom-in. The compatibility with IHRL, on the contrary, is nowadays largely unexplored. One can easily count an article20 written by Christopher Heyns, former United Nations Special Rapporteur on extrajudicial, summary or arbitrary executions, who deserves the credit of bringing the topic to the attention of the Human Rights Council in his 2013 Annual Report.21 The present Special Rapporteur, Agnes Callamard, dealt with the use of AWS in her 2016 Report to the General Assembly, although she did not directly touch on the compatibility of these weapons with IHRL.22 HRW, on the contrary, published a report on this peculiar issue in 201423 and the European Parliament commissioned a study that was authored and published by Nils Melzer, a section of which is dedicated to the compatibility of AWS with IHRL.24

The reason for the scarcity of scholarly works and research papers on the compatibility of AWS with IHRL is probably to be found in an apparent lack of practice in the use of AWS outside the context of an armed conflict. Moreover, it must be said that, contrary to IHL, IHRL does not contain specific limitations on the use of weapons.25

States are nonetheless limited in choosing means and methods for law enforcement activities by the standards flowing from the rules enshrined in human rights treaties and elaborated upon by the jurisprudence of international and regional human rights bodies.26
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26 This has constantly been affirmed by the European Court of Human Rights (ECtHR) in its case-law. See eg Ergi v Turkey App no 66/1997/850/1057 (ECtHR (GC), 28 July 1998) para 79; Isayeva, Yusupova and Bazayeva v Russia App nos 57947/00, 57948/00 and 57949/00 (ECtHR (GC) 24 February 2005) paras 195–200.
In this article, I would like to analyze the way in which the future introduction of AWS will impact on the content, the nature and the extent of States’ human rights obligations.

In section 2 I will first discuss that the use of AWS in domestic law enforcement operations is far from being the starting scene of a sci-fi movie, as States are more and more inclined to take the benefit of this option in other-than-war scenarios. In section 3 I will introduce a broad perspective showing that the use of AWS could trigger a negative ‘cascade effect’ on the whole catalogue of human rights.

After having presented the scenario, I will develop an analysis of the implications that the use of AWS might have on the nature and scope of States’ obligations in relation to the right to life and the right to privacy. In particular, in sections 4 and 5, I will scrutinize the impact of AWS on the right to life, both in its negative and its positive dimension. In sections 6 I will advocate that a massive use of AWS outside the context of armed conflicts will induce States to limit the right to privacy of individuals and that, therefore, such a use must also be subject to the standards flowing from the rules protecting that right. In conclusion, I will try to show that States are called, under IHRL, to provide more transparency in the evolution of automated systems, but that this could not be enough to comply with human rights obligations.

2. The use of AWS in domestic law enforcement: state of the art and possible future developments

A preliminary section is needed to understand the potential for the use of AWS outside armed conflict in domestic law enforcement operations. As aforementioned, this scenario is still a primitive one, but is going to become reality in the near future, therefore it is worth exploring the state of the art and the possible future developments in relation to the use of AWS in domestic law enforcement.27

Before zooming in into this, it is necessary to clarify that, for the purposes of this article, domestic law enforcement is meant to cover ‘traditional public forces or police services [...] with the primary objectives of maintaining law and order in civil society, and who are empowered by State to use force and/or special powers for these purposes’. It derives from that the following reflections are applicable if and when robots come to substitute for or be employed by law enforcement officials, as defined by the UN Code of Conduct.  

It is also necessary to clarify what is meant by AWS. Daniele Amoroso, in his piece, devotes a section to explore what he calls ‘the definitional conundrum’ of the concept of autonomy. He affirms, and I agree with him, that a technical and operative definition of AWS is counter-productive, as what counts is the concept of ‘meaningful human control’. Against this, I will use in the present paper a categorization based on the level of human control exercised on weapons. Accordingly, the terms ‘human-in-the-loop’, ‘humans on the loop’ and ‘human out of the loop’ will be employed to describe the level of automation of the machine: from the less to the full automated.  

Indeed, armed robots (or drones) have already been employed in domestic law enforcement scenarios, as happened in Dallas, in the United States, in 2016, when the police used a Northrop Grumman Remotec Andros, which is a remotely controlled bomb disposal robot, to deliver an explosive that killed an individual who was posing a threat to public order. This example does not prove much as the robot employed was
remotely controlled; however, it is interesting to note how police forces in the US are more and more tempted to use machines in law enforcement operations. Such a trend is demonstrated by the fact that a growing number of robots are due to be transferred from the Pentagon to US law enforcement agencies. According to public available information, these exchanges take place under what is known as the 1033 Program, a Defense Logistics Agency Disposition Services (DLA) initiative to reutilize, transfer, donate, or sell excess military equipment to civil agencies. The 1033 Program covers the transfer of a wide variety of usable property items each year, including many robots. While most of the robots that are acquired by police are intended primarily for bomb disposal, they may also be used for a variety of other missions such as reconnaissance and entering a building ahead of a squad.

The extreme variety of usages of AWS for law enforcement purposes is demonstrated by other concrete examples. One of this is represented by the AWS currently used by South Korea to guard the demilitarized zone that separate it from North Korea, the SGR-A1, developed by Samsung. When the SGR-A1 notices an intruder, it can issue verbal warnings and recognize surrender motions, such as if the target drops their weapon and raises their hands. It appears from many reports that the robot is capable of engaging with light machine guns any intruder who does not surrender after the warnings. Although disputed by Samsung, some commentators regard the robot as a ‘human on the loop’ one, meaning that it can, in principle, decides on its own to shoot.
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Robots are currently employed to patrol borders in other geographic areas, such as the line dividing Israel and Palestine along the Gaza Strip and between the US and Mexico.

In May 2017, in Dubai, the first police robot was ‘recruited’ and unveiled to the world. At present, the machine developed by PAL Robotics is capable of performing a limited number of functions, but, it would appear from the news that it can help in identifying wanted criminals and collecting evidence and it will patrol busy areas in the city; to do so, the robot is equipped with cameras and facial recognition systems. Apparently, the first model of the ‘Dubai Robocop’ will not be alone for long as the Government’s intention is to increase both the number of machines and their tasks and duties.

According to the latest news, India is also planning to deploy its first police robot in October. It will perform more or less the same functions as Dubai’s one, but the interesting thing about this model is that it will be probably also be available for private security. As it would appear from a report published by the Carnegie Endowment for International Peace, the Indian Government is favourable to the employment of robots in domestic law enforcement and will increase their production in the upcoming years.

---
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What precedes proves that automation will play a significant role in performing typical law enforcement activities, enhancing the capacity of a Government to search and detect suspects, to patrol borders, and more generally to ensure law and order.

3. *A broad impact*

In the introduction to this article, I noted that it is my intention to broaden the analysis on the human rights implications of the use of AWS. The protection of the right to life is the priority and that this will be the core issue to debate when an artificial intelligence capable of shooting to kill in a domestic scenario is employed for the first time.

The writings that tackled the issue of the human rights implications of the use of AWS set as a priority the respect of the right to life and to bodily integrity, which is embodied in all human rights treaties, both at a universal and at a regional level⁴³, and it is considered part of customary international law. The right to life is also of an absolute character, meaning that derogations are not permitted even in time of emergency.⁴⁴

This is perfectly understandable: the right to life is deemed to be the cornerstone of the whole set of rules governing the use of force in law enforcement activities.⁴⁵ As seen above, should machines be tasked with law enforcement duties, the life of civilians would be endangered by a decision-making process that will be affected by an unpredictable degree of autonomy.

However, the use of lethal force – and the respect for the right to life – do not represent the only reason for concern.


In fact, the logic of human rights is based on the relationship between an individual and the authority that exercises jurisdiction upon them. As Tomuschat pointed out, human rights ‘are designed to reconcile the effectiveness of state power with the protection against the same state power’. What is at stake here, therefore, is the relationship between States’ authority and individuals as a whole. The protection of the right to life is just part of a broader picture.

As seen in section 2 of this article, the impact that AWS are going to have in the near future on domestic law enforcement will probably cover most – if not all – the dimensions of the exercise of States’ authority: from police operations involving the use of lethal force to patrolling activities across international borders or in crowded squares during a manifestation.

Should this be the future, machines will be able to decide on their own on the basis of automated processes. Consequently, during such a process data will be collected, stored, analyzed and used through algorithms. In fact, to take autonomous decisions, machines will probably decide on the basis of software that will help them in predicting the likelihood of a given scenario.

It seems reasonable to opine that when AWS are tasked with law enforcement duties, they must be aware of all the details of an operative scenario. Paradoxically, as we will see later, from the perspective of the protection of the right to life this would even be desirable, as a perfect understanding of a scenario is crucial to avoid violations of the right to life. This would inevitably imply a preliminary screening of individuals and places, which involves mass surveillance operations and an automatic processing of data.

What we are going to witness is a digitalization of law enforcement activities as a whole. Such a trend is not actually beginning with the introduction of AWS. Data protection is at the core of a debate on the risks that new technologies poses on the enjoyment of the right to privacy; in

---
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the European Union (EU) through reform of EU data protection rules is feeding the discussion.\textsuperscript{50}

The employment of AWS can have a fueling impact on States’ recourse to new technologies for law enforcement purposes, contributing to the so-call ‘bulk collection of data’: a practice consisting of the indiscriminate collection of data that was recently addressed by the Obama administration in the US.\textsuperscript{51}

The impact of the use of AWS on the right to privacy might have a cascade effect on other rights. In fact, once AWS will be required to collect and – eventually – store data, they will probably be equipped with software that will enable them to process such data. It cannot be excluded that such software will permit AWS to make predictions. Perhaps, they could be used to help in determining when the use of lethal force is necessary or proportionate.

This scenario is even admitted by the scholars who do not call for a complete ban on AWS. Schmitt and Thurnher, in fact, refers to ‘pattern of life analysis’, which will enable machines to detect individuals who possess certain attributes.\textsuperscript{52} Such a conduct would probably constitute a ‘profiling’ activity that according to a Council of Europe recommendation can be defined as:

‘an automatic data processing technique that consists of applying a “profile” to an individual, particularly in order to take decisions concerning her or him or for analysing or predicting her or his personal preferences, behaviours and attitudes.’\textsuperscript{53}


\textsuperscript{52} MN Schmitt, JS Thurnher (n 3) 268.

\textsuperscript{53} Recommendation CM/Rec(2010)13 of the Committee of Ministers to member States on the protection of individuals with regard to automatic processing of personal
Profiling of personal data would bear a risk of violating not only the right to life and the right to privacy, but also the right not to be discriminated against, which is affirmed in all human rights treaties. By way of concrete example, in the US, machines are currently used in criminal proceedings to determine the ‘level of risk’ of a defendant. Only last year, in 2016, in Wisconsin a defendant appealed a judgment on the ground that he was convicted using data, which he was not allowed to challenge. Some commentators allege that an algorithmic-based decision making process might be affected by a racist bias. The investigative journal ProPublica showed, for example, that machines used in trials are biased against black persons.

Should similar software be introduced in AWS which are used for law enforcement activities, the risk of discrimination would be high.

4. **Protecting the right to life as a priority**

Against the scenario depicted in section 2 and 3 it appears that the right to life plays a central role in the debate. As Christopher Heyns put it, the impact of AWS on the protection of the right to life in domestic law enforcement must be assessed on autonomous grounds, as IHL is not...
applicable outside the context of armed conflicts.\textsuperscript{60} In domestic law enforcement, in fact, the use of lethal force by a Government is subjected to stricter rules than those applicable in the context of an armed conflict.\textsuperscript{61}

The rules governing the use of lethal force outside the context of an armed conflict are more demanding than those provided for by IHL. The standing point of IHL, in fact, is that killing is permissible and should only be regulated and not forbidden. Law enforcement officials, on the contrary, are deemed to 'have a vital role in the protection of the right to life, liberty and security of the person.'\textsuperscript{62} Exceptions to this legal construction must abide by the principles of legality, strict necessity, proportionality and precaution.\textsuperscript{63}

Deprivation of life is only permitted if it happens within a legal framework. The ICCPR and the ACHR employ the term ‘arbitrarily’ to identify those situations in which the deprivation of life is not tolerated. The ECHR is more detailed: ‘No one shall be deprived of his life intentionally save in the execution of a sentence of a court following his conviction of a crime for which this penalty is provided by law’. The common denominator of the three major human rights treaties is that deprivation of life could be tolerated only if it has a ‘sufficient legal basis’, which is the first requirement governing the use of force in IHRL.\textsuperscript{64} A ‘sufficient legal basis’ represents a demanding test; in fact, the jurisprudence of the ECtHR set the bar high and any law enforcement operation must not only be authorized by law, but also ‘sufficiently regulated by it’.\textsuperscript{65}

In the context of the protection of the right to life, therefore, national law should be publicly available, and must make the recourse to firearms dependent on a careful assessment of the circumstances including the nature of the offence committed, and the threat posed by the suspect or fugitive. Moreover, the national law regulating policing operations must

\textsuperscript{60} C Heyns (n 20) 353.
\textsuperscript{61} ibid.
\textsuperscript{63} ibid principle 5.
\textsuperscript{64} See N Melzer, \textit{Targeted Killings} (n 45) 100 and 116.
\textsuperscript{65} ECHR, \textit{Makaratzis v Greece} App no 50385/99 (EGCHR (GC) 20 December 2004) para 11; see also \textit{Nachova and Others v Bulgaria} App no 43577/98 (EGCHR (GC) 6 July 2005) para 97.
secure a system of adequate and effective safeguards against arbitrariness and abuse of force and even against avoidable accident.66

In general, to be compatible with IHRL, domestic law must enable individuals to predict and to be protected against the use of lethal force by State agents.67

Along with the principle of legality, the principle of strict necessity is of a central importance in the protection of the right to life. A deprivation can have a sufficient legal basis, but nonetheless it can be judged contrary to IHRL if it is not necessary. Necessity means that force should be used only as a means of last resort, when all other non-violent means fail.68

Such a principle is enshrined in Article 2(2) of the ECHR69 and confirmed by the jurisprudence of the ECtHR. Although the ICCPR and ACHR do not explicitly mention this principle, the practice of the Human Rights Committee70 and that of Inter-American Commission on Human Rights71 join that of the European Court in affirming that deprivation of life must be necessary. This principle is also stated in the UN Code of Conduct: ‘Law enforcement officials may use force only when strictly necessary and to the extent required for the performance of their duty.’72

Accordingly, lethal force can be used only against a person who is posing an imminent threat to the population or to the States’ agents involved in an emergency situation. IHRL requires a careful factual assessment of a scenario before deciding to employ lethal force.

Finally, the use of deadly force must comply with the principle of proportionality, which requires States’ agents to choose means and methods to avoid excessive harm. More precisely, the principle of proportionality calls for a value judgment of the relation between harm and benefit:

66 Makaratzis (n 65) para 58.
67 See N Melzer, Targeted Killings (n 45) 224.
68 See C Heyns (n 20) 364; N Melzer, ‘Human Rights Implications’ (n 24) 31.
69 ECHR (n 43) art 2(2): ‘Deprivation of life shall not be regarded as inflicted in contravention of this Article when it results from the use of force which is no more than absolutely necessary’.
72 UN Code of Conduct (n 29) art 3.
lethal force might be necessary, but it should be employed only if the threat is sufficiently grave to justify the deprivation of life.\textsuperscript{73}

All the commentators that dealt with the compatibility of the use of AWS with the right to life highlighted that it would be very difficult for a machine to undergo a complex decision-making process, such as the one demanded by IHRL.\textsuperscript{74} This is particularly evident for completely autonomous machines, where humans are ‘out of the loop’. However, this is also true for AWS that involve humans, in or on the loop.\textsuperscript{75}

At present, in fact, it is reasonable to doubt that robots will have the technical ability to assess properly if it is necessary to employ lethal force or if their action would be proportionate to the aim pursued. This is a major issue, which differentiates radically and significantly the discourse on the compatibility of AWS with IHRL from that under IHL. In the latter there is room for debate on the possibility that AWS will be able to respect the principle of distinction in the targeting decision making process of machines.\textsuperscript{76} In the former discourse, the decision-making process is subject to more demanding requirements, in particular those represented by the principles of necessity and proportionality.

5. The extent to which the positive obligation to protect life apply to the use of AWS

Another layer of discussion is represented by the nature of human rights obligations that States must fulfil in the field of human rights. It is known, in fact, that IHRL does not merely place limitations on the exercise of States’ authority, but it also imposes positive duties on Govern-

\textsuperscript{73} The case-law of the European Court of Human Rights is particularly instructive on the operation of this principle. See the judgment and decisions in the cases: McCann and Others v the United Kingdom App no 18984/91 (ECtHR (GC) 27 September 1995) para 192; Nachova and others (n 65) para 95. See more recently Giuliani and Gaggio v Italy App no 23458/02 (ECtHR (GC) 24 March 2011) para 209.

\textsuperscript{74} C Heyns (n 20) 366; N Melzer, ‘Human Rights Implications’ (n 24) 36. Similar conclusions can also be drawn from the debate on the compatibility of AWS with IHL. See for instance WH Boothby (n 3) 79-80, P Alston (n 3) 54, NE Sharkey, ‘The evitability of autonomous robot warfare’ 94 Intl Rev of the Red Cross 787, 789.

\textsuperscript{75} See again N Melzer, ‘Human Rights Implications’ (n 24) ibid.

\textsuperscript{76} See in this regard M Sassoli (n 14).
ments to protect individuals from human rights violations, and in particular from violations of the right to life.\(^77\) This obligation applies both when the harmful conduct is performed by a State’s agent or by a private person or entity\(^78\) and extends to ‘any activity, whether public or not, in which the right to life may be at stake.’\(^79\)

Such a duty has broadly been interpreted by the ECtHR, which has constantly affirmed that:

“The positive obligation to take all appropriate steps to safeguard life for the purposes of Article 2 entails above all a primary duty on the State to put in place a legislative and administrative framework designed to provide effective deterrence against threats to the right to life.”\(^80\)

If applied to the use of AWS, the extent of the positive obligation of States to protect the right to life is dependent on the degree of automation of the machine.

In cases of AWS that foresee a human control (whether in or on the loop), the Osman test developed by the ECtHR appears to be the applicable one: States are responsible if they ‘knew or ought to have known at the time of the existence of a real and immediate risk to the life of an identified individual’.\(^81\) Accordingly, if the State’s agent that remotely controls a drone or a robot notices an imminent threat to the life of a person, he or she should intervene to halt the machine. This duty imposes on Governments, as a corollary, the duty to plan, organize and control a law enforcement operation to minimize the use of lethal force. To the


\(^79\) Öneryildiz v Turkey App no 48939/99 (ECtHR (GC) 30 November 2004) para 71.

\(^80\) ibid para 89.

\(^81\) Osman v the United Kingdom App no 23452/94 (ECtHR (GC) 28 October 1998) para 116; Demiray v Turkey App no 27308/95 (ECtHR (GC) 21 November 2000) para 45.
same end, this also implies that law enforcement officials must be trained to cope with emergency scenarios.  

Should the AWS be completely autonomous (‘humans out of the loop’ model), the positive obligation to protect life could in principle entail a duty to avoid malfunctioning in the machines’ performance. During the Fifth Conference of the States Parties to the CCW, it was highlighted that

‘one of the dangers is that these weapons could lead to strategies diluting or concealing true responsibilities in case of collateral damages. If armed machines provoke such damages it is easy and tempting, on the part of those who use them, to invoke technical malfunctions rather than face their responsibility.  

The positive obligation to prevent loss of life should therefore bind States to constantly monitor the correct functioning of AWS. This appears to be a manifestation of the principle of due diligence to prevent human rights violations.  

In the case of AWS, one might wonder whether the principle of due diligence can force States to scrutinize the performance of the machines from the moment of their inception and, therefore, to liaise manufacturers in order to avoid the development of machines that could potentially act contrary to human rights. This appears to be a far-reaching conclusion, as it would impose a disproportionate burden on States in relation to the transfer of arms as a whole. However, it is clear that the positive obligation to protect life should bind States to a pro-active review of the AWS at their disposal.  

Last, but not least, the positive obligations of States to protect life entail a duty to investigate into an alleged deprivation of life. Although it is clear in the case law of international courts that this is an obligation of
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82 Nachova and Others (n 65) para 97; see also the Court’s criticism of the ‘shoot to kill’ instructions given to soldiers in McCann and Others (n 74) paras 211-214.  
means and not an obligation of result, investigations must be immediate, exhaustive and impartial, as well as independent in hierarchical, institutional and practical terms. The draft General Comment on the right to life goes even further by requesting that ‘investigations into allegations of violation of article 6 must always be independent, impartial, prompt, thorough, effective, credible and transparent.’ This means that investigations can either be publicly available or result in securing accountability.

Applying the duty to investigate in cases of lethal, or quasi-lethal, incidents might prove to be a difficult task for States if completely automated machines are to be employed. Indeed, accountability would hardly be secured as it is not feasible to envisage a ‘court for robots’ as machines cannot be punished. Proposals to hold accountable commanders and programmers have already been criticized as incompatible with the mens rea requirement.

The least a Government can do is to properly assess the decision-making process that leads to civilian casualties. However, would an explanation based on complex probabilistic and algorithmic analytics be acceptable for the relatives of a victim?
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86 R Pisillo Mazzeschi (n 77) 414-417. The ECtHR put it clearly in Kelly and Others v United Kingdom App no 30054/96 (ECtHR (GC) 4 May 2001) para 96. The same approach is adopted by the Inter-American Court of Human Rights in Velásquez Rodríguez Case, Judgment, Inter-American Court of Human Rights Series C No 4 (29 July 1988) paras 176-177.

87 This is confirmed in international jurisprudence: See, for example, Isayeva, Yusupova and Bazayeva v Russia (n 26) para 210; Inter-American Commission on Human Rights, Report No. 55/97, Case No 11.137: Argentina, OEA/ Sery/L/V/II.98, Doc 38 (6 December 1997) para 412.


89 Özbay and Others v Turkey (ECtHR 6 April 2004) para 314.


91 For a discussion on this see D Amoroso, G Tamburrini (n 13) 6-7. See also HRW (n 9) 20.

6. **AWS and data collection: the content of the duty to respect the right to privacy**

As seen in section 3 of this article, the human rights implications of the use of AWS do not only regard the protection of the right to life. I have tried to explain that AWS could fuel a bulk collection of data and this could have tremendous repercussions on the right to privacy and, consequently, on democracy. A failure to protect such a right would cause a cascade effect on other fundamental freedoms, as discriminatory conduct might not be excluded.

The debate related to the impact of technological evolution on the right to privacy is topical, as recent States’ programmes are showing a dangerous attitude towards the treatment of personal data. The evolution of technologies, in fact, allows private and public entities to collect and store individual data. It is no coincidence that the Human Rights Council appointed, in 2015, a Special Rapporteur on the Right to Privacy and that the United Nations General Assembly approved, in 2013, a resolution on this delicate topic.

The major issues of concern regarding the right to privacy in the digital age lie with the constant and rapid technological development, which is going to enable individuals all over the world to use new information and communication technologies and at the same time enhances the capacity of governments to undertake surveillance, interception and data collection.

According to IHRL, limitations on the right to privacy can take place only if States’ measures respect the principle of legality, legitimacy and proportionality.

The principle of legality is the most important among the parameters for evaluating States’ interference with the enjoyment of human rights. In fact, human rights violations or limitations can be justified only if they
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are grounded on a law that can be accessible to individuals. This is a generalized principle which is common in all human rights treaties. The ACHR put it clearly and generally in Article 30:

‘The restrictions that, pursuant to this Convention, may be placed on the enjoyment or exercise of the rights or freedoms recognized herein may not be applied except in accordance with laws enacted for reasons of general interest and in accordance with the purpose for which such restrictions have been established.’

The ICCPR and the ECHR do not have such a general clause but nonetheless the principle of legality is mentioned in relation to the single rights listed therein.

Interferences with fundamental freedoms and, in our specific case, the right to privacy can be tolerated only if ‘they take place on the basis of law’. The legality test requires that ‘relevant legislation must specify in detail the precise circumstances in which such interferences may be permitted’ (emphasis added). This is confirmed in the jurisprudence of international courts, and in particular in that of the ECtHR that introduced the concept of the ‘quality of the law’, adding that ‘there must be a measure of legal protection in domestic law against arbitrary interferences by public authorities with the rights safeguarded by paragraph 1 [of Article 8 of the ECHR]’ (emphasis added).

States are asked to pay attention to the revision of their existing laws in order to cope with the evolution of modern technologies. This has been recently affirmed by the UN Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism in its 2014 Annual Report to the General Assembly.
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The Special Rapporteur did not simply reaffirm one of the requisites of the so-called ‘quality of the law’ principle, firmly established in the jurisprudence of the ECtHR, but went a little further affirming that:

‘A public legislative process provides an opportunity for Governments to justify mass surveillance measures to the public. Open debate enables the public to appreciate the balance that is being struck between privacy and security. A transparent law-making process should also identify the vulnerabilities inherent in digital communications systems, enabling users to make informed choices [...] it is also a valuable means of ensuring effective public participation in a debate on a matter of national and international public interest.’

A legal basis is not the only requirement for considering acceptable a limitation on the right to privacy. In fact, interferences must pursue a legitimate aim and be proportional.

The first requirement is usually interpreted by international courts in a broad sense. Law enforcement activities seeking to maintain public order are normally regarded as legitimate aims that justify a limitation of the right to privacy. However, this approach was recently challenged by the UN Special Rapporteur on the Freedom of Expression, who stated that:

‘The use of an amorphous concept of national security to justify invasive limitations on the enjoyment of human rights is of serious concern. The concept is broadly defined and is thus vulnerable to manipulation by the State.’

This is an interesting statement for the purposes of the present inquiry. In fact, if AWS were to be deployed for a constant surveillance action, the law enforcement justification would be perennial and, as a result, individuals would be subjected to a constant monitoring activity by their Governments.
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International courts – and in particular the ECtHR –, on the contrary, have discussed deeply the requirement of proportionality, according to which a limitation on the right to privacy is tolerable only when there are adequate and effective guarantees against abuse. The assessment that the European Court usually makes depends on all the circumstances of a given case, such as the nature, scope and duration of the possible measures, the grounds required for ordering them, the authorities competent to authorise, carry out and supervise them, and the kind of remedy provided by the national law.\(^\text{107}\)

Recently, the ECtHR delivered some important judgments that specify the content of States’ obligation to respect privacy in the context of their surveillance programs.

In the *Szabo and Vissy v Hungary* case, the Court declared that the Hungarian anti-terrorist surveillance legislation was contrary to the ECHR because it had enabled the Government to use new technologies to intercept masses of data without offering any reasonable guarantee to individuals.\(^\text{108}\) In the *Zakharov v Russia* judgment, the Court found that Russian legal provisions governing interception of communications did not provide for adequate and effective guarantees against arbitrariness and the risk of abuse. For example, critical factors were identified in the circumstances in which public authorities in Russia are empowered to resort to secret surveillance measures; in the duration of such measures; in the procedures for authorising interception as well as for storing and destroying the intercepted data; and, finally, in the supervision mechanism of the interception.\(^\text{109}\)

The case-law of the ECtHR seems to pose an undeniable burden on States. If they want to employ AWS in the performance of law enforcement duties, they should strictly regulate the collection of data to which
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machines will inevitably contribute. Should AWS carry out mass surveillance, States must provide a clear and accessible legislative framework for preventing this system from abuse.

Furthermore, enforcement duties performed by AWS might see the involvement of private companies. At present, this is normal practice in the treatment of data and indeed. It happens frequently, with data often being stored by private actors and requested by States when needed.\(^{110}\)

As regards EU Member States, their responsibility in the context of data protection will be regulated from 2018 by the newly adopted General Data Protection Regulation.\(^{111}\) Although it is too early to assess the impact of the Regulation, for the purposes of the present analysis it is worth mentioning that, through its implementation, a number of important rights would be granted to individuals. For example, the right to object at any time to the processing of data (Article 21) and the right not to be subject to a decision based solely on automated processing of data (Article 22) seem to offer to individuals a wide-ranging protection.

7. **An appraisal**

In this article, I have tried to evaluate the impact of the use of AWS on human rights. As I said in the introductory section, I performed this evaluation assuming that a general pre-emptive ban will not be adopted. I focused my analysis on the right to life and on the right to privacy on the assumption that AWS could have particular implications here, not only because they could decide to use lethal force on the basis of algorithmic decision-making processes, but also because, in the course of such processes, individuals’ data can inevitably be mistreated.

The results of the analysis allow some final reflections to be proposed. Both the right to life and the right to privacy demand a regulation of the use of AWS in domestic law enforcement that must meet the ‘quality of the law’ threshold. A threshold that is met by domestic laws that are accessible, that make future Governmental actions predictable and that
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A call for transparency has already been made by several Governments of States Parties to the Convention on Certain Conventional Weapons in 2015\footnote{Germany, statement on Transparency to the 2015 CCW Meeting of Experts on Lethal Autonomous Weapons Systems (17 April 2015); Sweden, statement on Transparency and the Way Forward to the 2015 CCW Meeting of Experts on Lethal Autonomous Weapons Systems (17 April 2015); Ghana, statement to the 2015 CCW Meeting of Experts on Lethal Autonomous Weapons Systems (17 April 2015).} and by NGOs such as Human Rights Watch, Article 36 and Amnesty International.\footnote{Article 36, ‘Structuring debate on autonomous weapons systems: memorandum for delegates to the Convention on Certain Conventional Weapons’ (November 2013) 3; Amnesty International, ‘Moratorium on fully autonomous robotics weapons needed to allow the UN to consider fully their far-reaching implications and protect human rights’, written statement to the twenty-third session of the UN Human Rights Council (22 May 2013); HRW (n 23) 47.} Christopher Heyns, in his capacity as UN Special Rapporteur, has already brought the attention of the UN to the issue of transparency in his 2013 Report, recommending that ‘it will be important to ensure that transparency, accountability and the rule of law are placed on the agenda from the start’ and emphasizing ‘the need for full transparency regarding all aspects of the development of robotic weapon systems’.\footnote{UNCHR (n 21) paras 111 and 115.}

As regards the use of AWS in domestic law enforcement, as seen, although no weapons’ review mechanisms are foreseen in IHRL, a duty of reviewing the use of new weapons can be considered as necessary for meeting the ‘quality of the law’ requirement.

Be that as it may, a call for more transparency does not offer any solution to the issue of accountability raised in section 5 and in the final part of section 6 of this piece. The demands for justice by relatives of civilians killed as a result of the conduct of AWS will likely remain unanswered. Or, and this is even worse, the answer may be totally unintelligible, making it impossible to understand the process that led to a certain event. The same
goes for all the individuals whose data will be collected by AWS for law enforcement duties; a right to obtain an explanation, in fact, does not seem to exist even in the EU General Data Protection Regulation.  

In April 2017, the Science and Technology Committee of the Parliament of the United Kingdom launched an inquiry into algorithmic decision-making. The written evidence received so far from technology experts are interesting. One expert says that ‘Algorithms used in decision-making can be too complex to describe in clear English’ and ‘Data used in algorithms can go through multiple levels of abstraction such that it is impossible to determine the original input’. Another expert proposes the introduction of a ‘lingua franca’ that Institutions should adopt ‘to explain their decisions in cases where humans are affected and involved [...] to make sure that non-experts, courts and media can understand what went on.’ Finally, an expert warns that ‘alone, transparency mechanisms can encourage false binaries between “invisible” and “visible” algorithms, failing to enact scrutiny on important systems that are less visible’.

Transparency, therefore, is not enough if it leads to unintelligible sources. It may satisfy the principle of legality, but it does not help, as such, to ensure accountability.

It may well be the starting point of the debate on law reforms that in an unpredictable future will require the adaption of the uses and the abuses of AWS to reach human rights standards.